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Climbing the learning 
curve

sigh
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• Identifying similarities in complex data.
• Knowledge management and articulation.  
• Narrative ideation. 
• Natural language interaction with digital systems.
• Image recognition and generation

General Value Propositions

As with steam, electricity, and computing itself, domain 
specific value propositions are too numerous to list.  
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What as an EA do I 
need to know about 

GenAI?

What are GenAI’s 
impacts on EA? 
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• WSJ Investor of the 
Year

• Star of Erin 
Brockovitch and 
Mystic Pizza 

• Granddaughter of 
Richard Dreyfuss
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It’s not just hallucination, it’s also plagiarism. “The complaint used the example prompt “Write 
me a song about the death of Buddy Holly,” which led the large language model to spit out the 
lyrics to Don Mclean’s “American Pie” word for word.” Universal Music Group vs Anthropic.



12
12© 2017 FORRESTER.  REPRODUCTION PROHIBITED.

It is not a singularity – yet. 
It is an architecture. 
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Stolen from Damon Edwards

Train a model

Fine tune

Langchain, APIs, RAG, etc

Stop the meeting

Be skeptical

Invest here
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How not to do it

To win at GenAI, we need 
to train a Large Language 
Model on ALL of our 
corporate data by next 
month! No excuses!

Sure, we’ll have a model 
that sounds a lot like 
you, including inaccurate 
and unsupported 
mansplaining. 
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[A foundational LLM]… has no connection to authoritative sources, so it tends to hallucinate or speculate incorrectly. 
(David Shapiro)
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https://flickr.com/photos/toolstop/5725843410
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https://chanakaudaya.medium.com/a-futuristic-view-of-building-distributed-systems-with-messaging-560d0652513a
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Prompt enrichment (RAG)

Diagram copyright Forrester Research, all rights reserved.
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Primitives I
The prompt is the query, what the GenAI architecture responds to. In the simplest 
model, the end user generates the prompt. Prompts can be simple questions or 
complex instructions, guiding the model's output. Prompts originated with the 
user and then may be enriched in various ways to get the best results. 

Embeddings compress complex data into simple yet powerful multi-dimensional 
representations (“vectors”). The embedding model (such as BERT) encodes 
words, sentences, and paragraphs into embeddings which are then stored in the 
vector database. 

The NLG is the best known component of this architecture, due to ChatGPT. 
They are based on neural networks trained with massive amounts of data. NLGs 
are able to answer general knowledge questions through essentially calculating 
the probability of one word following another. They typically do not remember 
their sources of knowledge (they can’t cite their answers, -- they are not 
“grounded”) and are prone to “coherent nonsense” (aka hallucinations).
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Primitives II
Gates can classify the type of prompt (summarize vs describe) for more efficient 
processing, and ensure that the AI architecture produces safe, secure, and unbiased 
outputs. These can be implemented via model training, or pre-or post-processing filters 
(e.g. the AI refuses to answer questions about how to build weapons, and evaluates its 
output for racist implications). 

Code that processes an input and retrieves relevant context from one or more 
Knowledge Stores. Retrievers may call embedding models to encode input prompts and 
intent metadata to be compared to Vector Stores. Types of Retrievers include keyword, 
sparse passage, dense passage and ensemble. Dense passage and ensemble are the 
current state of the art in GenAI applications.

Framework

Knowledge stores are a class of building building blocks that form and intelligence layer 
supporting  GenAI powered applications. Since generative AI model training and fine 
tuning is expensive and difficult, the model’s knowledge is often fixed in time and again 
is not grounded. Current knowledge is important context to ensure outputs are helpful. 
Specific knowledge stores include Vector Stores, Search Indices, Knowledge Graphs, 
etc.

Frameworks provide an overall execution architecture for the pipeline interactions, 
abstracting direct interaction with LLMs and other building blocks into one common, easy 
to program environments. 
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AI as architecture assistant
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Current capabilities: 

Natural language query and 
summarization of repository artifacts and 
collaboration conversations

REQUIRES that you actually have 
definitions and collaborative information 
in your repository!

+ Sparx, not evaluated
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